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ABSTRACT: Bolometric experiments searching for rare events usually require an extremely low radioactive background to prevent spurious signals from mimicking those of interest, spoiling the sensitivity of the apparatus. In such contexts, radioactive sources cannot be used to produce a known signal to calibrate the measured energy spectrum during data taking. In this paper we present an instrument designed to generate ultra-stable and very precise calibrating pulses, which can be used to stabilize the response of bolometers during data taking. The instrument is characterized by the presence of multi-outputs, a completely programmable pulse width and amplitude and a dedicated daisy-chained optical trigger line. It can be fully controlled and monitored remotely via CAN bus protocol. An energy resolution of the order of 20 eV FWHM at 1 MeV (2 eV FWHM at 10 keV) and a thermal stability of the order of 0.1 ppm/°C have been achieved. The device can also provide an adjustable power to compensate the low frequency thermal fluctuations that typically occur in cryogenic experiments.
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1 Introduction

The search for rare events is of great importance in modern particle physics, as it allows to thoroughly test Standard Model predictions. In particular, a powerful tool to study neutrino physics and dark matter consists of looking for very rare spontaneous nuclear decays or nuclear scattering due to interaction with dark matter candidates. Such class of experiments, which usually need long live time (several years) in order to collect adequate statistics, typically requires an extremely low radioactive background and an excellent energy resolution. Among the various experimental approaches, bolometric detectors stand out as they ensure very good intrinsic energy resolution, no dead regions, a wide choice of materials and the potential to be arranged in large arrays of detectors. Bolometers are crystal calorimeters operating at cryogenic temperature in which the energy released by an interacting particle is measured from the consequent temperature increase.

As the gain of a bolometer strongly depends on its operating temperature, its working temperature must be stabilized against low frequency fluctuations of the cryogenic system, and any residual temperature drift must be precisely tracked and compensated for offline. An absolute calibration can be performed periodically by using a known $\gamma$-ray calibrating source, but not during data taking, due to the requirements on low radioactive background. During data taking, particle interactions can be mimicked by delivering triggered voltage pulses across resistive heaters glued to the bolometers, so that thermal power can be produced by Joule effect [1]. The calibrating signal is a square pulse having a width ($T$) much shorter than the detector response time, typically
≈ 100 ms for large bolometers. With this method, the pulse amplitude and width can be tuned to stabilize each detector over the full dynamic range. The pulses are triggered, allowing to generate them with a selectable rate and easily tag them. While the power consumed on the heating resistor is controlled by the pulse parameters, the energy injected to the bolometers is proportional to the thermal coupling between the heating resistor and the crystal ($\eta$). This constant is not known a priori and changes from crystal to crystal, therefore the pulses generated by Joule effect cannot provide an absolute calibration. The efficacy of such method has already been demonstrated in the CUORICINO [2] experiment, where a high-stability pulse generator has been used [3, 4].

In this paper we present a novel, multi-channel, ultra-stable and ultra-precise electronic system designed for the stabilization of bolometer response. This new equipment is currently used in the CUORE [5, 6], LUCIFER/CUPID-0 [7, 8] and COSINUS [9] experiments, all located underground at Laboratori Nazionali del Gran Sasso, Italy. In section 2 the description of the circuit is provided. In order to achieve high energy resolution and stability, particular care was addressed to obtain low noise and minimize drift against temperature. The thermal calibration of the circuit and its stability performance are shown in section 3. The results on pulse accuracy, jitter and electrical noise are presented in section 4. The device can also be used to optimize the cryogenic temperature of operation of the bolometers and stabilize it against slow drifts: in section 5 a detailed description of such architecture and the results achieved in the experimental context are shown.

2 Circuit description

The pulser board was specifically designed to provide calibrating pulses with outstanding stability, extremely low noise, high timing precision and high reliability. Each board has four output channels. The design includes two input/output optical converters to receive an optional external trigger and share it in a daisy chain configuration.

The device consists of a four layer Printed Circuit Board hosting a Cortex M3 32-bit microcontroller (LPC1768 from NXP) managing all the on-board peripherals. The microcontroller communicates with the remote control system through a 100 kbit/s CAN bus. In such industrial protocol each command is proceeded by a 11/29 bit code which uniquely identifies the desired board, sharing the bus with all the others. Thus, a single link is enough to connect all the needed boards, minimizing the cabling budget. High reliability is guaranteed by the fact that each node on the bus actively contributes to detect communication errors and correct them.

2.1 Pulse generation stage

Figure 1 shows the main blocks composing the pulse generation chain for a typical application such as the CUORE experiment. The high precision differential square pulse is routed into the cryostat with twisted pairs and reaches the heater resistors glued to the bolometers. The energy injected on the bolometer, expressed in eV, is given by

$$E[eV] = \eta \frac{V_0^2 T}{e R \varepsilon^2}$$

(2.1)

where $0 \leq \eta \leq 1$ is the thermal coupling between the crystal and the heater, $R$ is the heater resistance, $V_0$ and $T$ are the amplitude and width of the square pulse, $\varepsilon$ the attenuation factor due to the output voltage divider (as explained below) and $e$ is the electron charge.
In order to easily tag the calibrating pulse and prevent synchronization issues, it is convenient that the DAQ system triggers the pulse delivery after the pulse parameters are set by the slow control system. In particular, the DAQ provides a digital TTL transition which is converted into an optical pulse and driven to the pulser board front panel, hosting an optical receiver triggering the final pulse generation. The trigger is provided by an optical signal to completely decouple the ground of the DAQ system from the pulser board, avoiding ground loops. The optical trigger can also be daisy chained among several boards, so that a unique optical connection from the DAQ system to the first pulser is enough to provide the trigger to the whole system.

Figure 1 also shows the main blocks used to generate the calibrating pulse. In order to obtain precise pulse transitions, the pulser board is equipped with a FXO-HC536R oscillator from FOX Electronics, able to provide a 1 MHz reference clock with a declared phase stability of $\pm 25$ ppm over its whole temperature range and a jitter better than a few tens of ps RMS. This time reference is connected at the input of the LPC1768 microcontroller, which can enable or disable the clock reference and count its cycles. The first order estimation of the pulse width is obtained simply by converting the desired duration in terms of equivalent clock cycles (i.e. as an integer multiple of the 1 $\mu$s time unit). However, the timing performance of the microcontroller is not good enough to directly trigger the pulse transitions. Instead, the voltage generator is triggered by a fast flip-flop (the NC7SV74 from Fairchild Semiconductor) connected to both the microcontroller and the reference oscillator. The microcontroller acts as a gate: when the gate is closed, the flip-flop maintains the
output voltage generator in reset mode. The gate is opened as soon as the microcontroller clock cycles counter matches the target value (i.e. the pulse coarsely lasts as desired). When the gate is open, the flip-flop triggers the pulse transitions at the next rising edge of the reference clock. Using such architecture, the timing performance only depends on the precise clock reference and the fast flip-flop performance. In particular, the phase stability of the generated pulse coincides with that of the reference clock irrespective of the pulse width and the microcontroller response. The outcomes of the timing performance characterization in terms of temperature stability and random fluctuations will be shown in sections 3 and 4 respectively. The board is equipped with two other clock sources which serve as reference for the microcontroller operation and for the on-board analog to digital converter (ADC). In order to prevent the fast transitions of the clocks from inducing high frequency disturbances, all these components are enclosed inside a grounded metallic box acting as a local Faraday cage.

The output voltage generator system is based on the very precise and low noise voltage reference LTC6655 from Linear Technology. This component generates a 5 V voltage reference ensuring a high thermal stability (few ppm/°C) and a negligible sensitivity to the humidity level if packaged in the LS8 hermetic case. In order to reduce its noise contribution by a factor $\sqrt{2}$, two components are connected in parallel and averaged, and the resulting voltage is used to feed the AD5415, a 12-bit, dual channel digital to analog converter (DAC) from Analog Devices. Coupled with the low noise and high precision OPA140 operational amplifier, from Texas Instruments, the DAC can be schematized as a settable resistor, ranging from 10 kΩ to an open circuit, as shown in figure 2.

Since $R_{D1}$ amounts to 10 kΩ and the OPA140 is used in inverting configuration, this architecture delivers a negative voltage level ranging from ground to $-V_{REF} = -5$ V. This signal is also driven at the input of an inverting unity gain amplifier, composed of a second OPA140 operational amplifier and the $R_{D2} = R_{D3} = 20$ kΩ resistors embedded in the DAC. As a result, a differential signal up to 10 V can be supplied between the outputs. Capacitor $C_1 = 12$ pF limits the bandwidth of the

---

Figure 2. Simplified schematic of a pulser board channel
pulse to 1.3 MHz (270 ns rising and falling edges, 10% to 90%). Capacitor $C_3$, a few pF, limits the bandwidth of the second amplifier to about 2 MHz to increase the phase margin and avoid ringing. The rise time of the signal at $V_+$ is thus $\sim 50$ ns longer than at $V_-$, due to this additional pole; this does not affect the precision of the pulse. Note that the positive terminal of the second amplifier is not referred to ground but to a settable voltage ($V_{Tr}$), controlled by a 8-bit potentiometer. As shown in section 3.2, this component can offset the positive node to compensate for offsets or thermal drifts of the voltage generation chain. An output voltage divider attenuates the differential signal by a factor of $\varepsilon = (R_1 + R_2)/R_2$, down to an energy range that fits the experimental needs (typically from a few keV to several MeV). In a typical application where a heater resistor of few tens of kΩ is used, an attenuating factor of $\varepsilon = 201$ is obtained by using $R_1 = 5 \text{k}\Omega$ and $R_2 = 25 \Omega$ ultra-stable SMR1DZ-series resistors from Vishay. As a result, the pulse differential amplitude is given by

$$V_+ - V_- = \frac{V_0}{\varepsilon} \left( \frac{R_{DAC}}{R_{DAC}} V_{REF} + V_{Tr} \right)$$

(2.2)

The differential voltage is connected to the heater through a dual channel bistable relay (TQ2-L2 from Panasonic). Each of the two channels of the DAC is connected to two independent output stages, so that 4 channels are available in total.

### 2.2 Output stage

The output stage is composed of an attenuator circuit and a pair of coil latching bistable relays ($J+$, $J-$ in figure 2). The relays connect the pulser to the heater only during the pulse delivery, thus preventing electrical noise or disturbance from injecting power towards the bolometers at any other time. The attenuating circuit is a voltage divider made of ultra-stable and high precision resistors from Vishay, which attenuates by a factor

$$\varepsilon = \frac{V_+ - V_-}{V_2 - V_1} = \frac{R_1 + R_2}{R_2}$$

(2.3)

Particular care must be devoted to this block as any drift in the attenuating factor would deteriorate the overall performance. Moreover, any disturbance picked up after the attenuation would remarkably deteriorate the energy resolution, as it would be superimposed to a much smaller signal.

The relay on-resistance contributes to $R_1$. If MOSFET relays were used, although the series resistance amounts only to a few ohms, their typical poor thermal stability (of the order of 10 %/°C) could spoil the overall performance in terms of thermal stability. This guided the choice towards coil latching relays, which ensure a much lower contact resistor of few tens of mΩ that can be totally neglected.

According to the manufacturer, $R_1$ and $R_2$ are quoted to ensure a typical thermal drift of $\frac{\partial R}{R_{TH}} = +0.05$ ppm/°C in the temperature range of interest (20°C–60°C) and a long term stability of 50 ppm. In addition, the thermal drift of the attenuating factor is even smaller, since the contributions of the two resistors have opposite sign. The resulting relative drift of $\varepsilon$ versus temperature is then
given by

\[ \frac{d\varepsilon}{\varepsilon dT} = \frac{\partial \varepsilon}{\partial R_1} \frac{R_1}{R_1 \partial T} \varepsilon + \frac{\partial \varepsilon}{\partial R_2} \frac{R_2}{R_2 \partial T} \varepsilon \]

\[ = \frac{R_1}{R_1 + R_2} \left( \frac{\partial R_1}{R_1 \partial T} - \frac{\partial R_2}{R_2 \partial T} \right) \]

\[ \ll \frac{\partial R_1}{R_1 \partial T} \sim 5 \cdot 10^{-2} \text{ ppm/°C} \]

The thermal drift of the attenuating factor is negligible. The resistor \( R_2 \) is located after the relay, so that the heaters are referred to ground irrespective the relay status.

The drawback of using such kind of relays is that some disturbances could be induced at the nearby outputs by the magnetic energy released by the coil during the relay transition. Particular care must be therefore addressed to the circuit design and PCB layout in order to minimize the disturbances picked up from the magnetic flux variation. For instance, the same attenuating factor could have been obtained by locating a single ultra-stable resistor \( R = 2R_2 \) across the outputs and using larger value and inexpensive resistor to refer each node to ground when the relays are opened. At first glance, this solution would appear promising and cheaper. But a loop with a total resistance of \( R + 2R_2 \) would be present at the output, capable to pick up magnetic flux variation. In particular, high frequency electromagnetic fields due to relay transitions, clocks or environmental interference are deleterious as they can induce large flux variation even in a small loop. The noise picked up would then be driven to the heaters, injecting power proportional to the RMS voltage noise amplitude. Conversely, the use of two voltage dividers for each output, placed close to each other, with minimal area and proper relative orientation, composes a pair of identical loops picking up similar noise on both outputs. The power of such signal is consumed to ground through \( R_2 \) as it acts as common mode signal across the heater. As a result, the symmetric solution proposed in figure 2 turns out to be extremely effective in reducing the power injection due to noise.

3 Thermal stability

The thermal drift is the most important parameter to take into account to ensure the pulse stability. According to equations (2.1) and (2.2), three pulser parameters play an important role in the stability of the energy delivered: the pulse width \( (T) \), dependent on the on-board reference oscillator, the voltage level produced at the DAC output \( (V_0) \) and the attenuation factor of the output divider \( (\varepsilon) \). In particular, the energy drift with respect to a temperature variation is given by differentiating equation (2.1):

\[ \frac{dE}{EdK} = 2 \frac{\partial V_0}{V_0 \partial K} + \frac{\partial T}{T \partial K} - 2 \frac{\partial \varepsilon}{\varepsilon \partial K} \]

where \( K \) is the operating temperature. As described in section 2.2, the thermal drift of the voltage divider is negligible \( (\frac{\partial \varepsilon}{\varepsilon \partial K} \sim 5 \cdot 10^{-2} \text{ ppm/°C}) \). The contribution of the pulse width and amplitude are presented in section 3.1 and section 3.2, respectively. Each pulser board undergoes a thermal calibration procedure to mitigate the thermal drifts so that \( \frac{dE}{EdK} \sim 0.1 \text{ ppm/°C} \) is achieved in a temperature range going from 20°C up to 60°C. The method developed to enhance the thermal stability and the obtained results will be shown in section 3.3.
3.1 Pulse width stability

The pulse width depends on the performance of the FXO-HC536R reference oscillator. In particular, if the clock period changes as a function of the operating temperature, then the pulse energy drifts proportionally. The thermal drift of the pulse width was measured using a Rohde & Schwarz RTO1044 oscilloscope (set with a vertical resolution of 14-bits, 100 MHz bandwidth, time resolution of few tens of picoseconds, dependent on the pulse width), kept at room temperature, while the board under test operated in a climatic chamber from 20°C to 60°C, with a constant slope of +0.1°C per minute. Such slow temperature variation ensures that the pulser board is in thermal equilibrium with respect to the environment during all the measurements. Every 5°C, a series of pulses ($V_0 = 5$ V, $T = 1$ ms, $\varepsilon = 1$) were delivered by the pulser under test. The oscilloscope acquired both positive and negative outputs, calculated the differential signal and measured the pulse width from the delay between the points where the differential signal crosses a threshold placed at half the pulse amplitude on the rising and falling edges. For each temperature of interest, $10^3$ identical pulses were triggered and the measured pulse widths collected into a histogram and fitted with a Gaussian function, as shown in figure 3a. The pulse width as a function of temperature could be obtained as the mean value of the Gaussian fit for each sequence of pulses. The typical pulse width thermal drift is shown in figure 3b.

The outcomes show that the pulse width slightly increases with temperature. The clock thermal drift is almost linear, with a typical slope of 0.3 – 0.4 ppm/°C. Only a small deviation from this trend was observed at the highest temperatures ($K \geq 50^\circ$C). The slope of the pulse width with respect to temperature was measured for each device, stored in the on-board EEPROM and used to properly compensate the pulse amplitude.

Figure 3. Pulse width thermal stability: on the left, the pulse width distribution acquired at 45°C. The average pulse width is given from the Gaussian center. On the right, the pulse width with respect to temperature. The typical pulse width drift amounts to 0.3–0.4 ppm/°C.
3.2 Voltage stability

Voltage drifts due to the operating temperature variations can be ascribed to several causes, listed below:

- **Voltage reference stability**: the voltage provided by the LTC6655 regulator changes with temperature. This drift is component dependent, non linear and generally shows a minimum around 35°C. The manufacturer quotes the thermal drift to ±2 ppm/°C. Since, for low output signals, only a small fraction of the reference voltage reaches the outputs through the DAC, the thermal drift of the LTC6655 dominates at larger amplitudes.

- **DAC stability**: the DAC response depends on the operating temperature in a complex and non linear way. The DAC gain variation with respect to temperature is quoted as ±5 ppm/°C, full range scale. This effect dominates the overall voltage instability for small output signals.

- **Thermal hysteresis**: the thermal drift of the voltage reference is not only proportional to the actual temperature, but also depends on whether the temperature is increasing or decreasing. This phenomenon is called thermal hysteresis and is particularly deleterious in case of fast temperature changes. In worst case conditions, the thermal hysteresis could result in instability and errors of the order of 30 ppm. Even if the experimental environment is not equipped with an active system to keep the operating temperature stable, the temperature is expected to change slowly during operation, thus mitigating the hysteresis effects.

- **Mechanical strains**: temperature increase causes the expansion of all the metals composing the pulser board. Large ground or power supply planes are particularly affected. The mechanical stress caused by the pins soldered to an expanding printed circuit board may cause the output voltage provided by the voltage reference to vary. Proper layout techniques significantly reduce the stress on the circuit and mitigate this second order effect.

- **Humidity**: with changes in relative humidity, plastic packaging materials absorb water and change the amount of pressure they apply to the die inside. Considering the voltage reference, this strain can cause slight changes in the output of a voltage reference, usually of the order of several tens of ppm. To prevent such effect, the voltage reference is packaged in the hermetic LS8 enclosure. Residual second order effects can be ascribed to the mechanical stress applied to the voltage reference by the printed circuit board material which may absorb water.

- **Long-term drift**: this non thermal dependent effect regards variations as a function of the operational time. Long-term drift cannot be easily extrapolated from accelerated high temperature testing since this technique tends to give optimistic results. The only reliable way to determine long-term drift is to measure it over the time interval of interest. The pulser board is equipped with voltage references in LS8 package, whose long-term drift is quoted to be ±20 ppm/√kHr. Since this effect is proportional to the square-root of time, its contribution becomes smaller after long periods of operation.

The voltage drift as a function of temperature has been measured by placing the pulser board in a Vötsch VT-7004 environmental chamber. The temperature is increased linearly from 20°C
to 60°C, with a slope of 0.1°C per minute. During the temperature cycle, each pulser channel generates a static voltage level (from 1V to 10V, 1V step), measured with a Keithley 3706A Multimeter, kept at room temperature.

Figure 4 (blue curves) shows the measured thermal drift as a function of temperature. The drift behaviour significantly changes as a function of amplitude. In particular, at lower amplitudes (figure 4a) the contribution of the voltage reference is largely attenuated and the DAC thermal drift dominates the overall instability. At larger output amplitudes (figure 4b) the relative contribution of the voltage reference increases while the DAC contribution does not change. In this condition the voltage shows a negative slope below \( \sim 35°C \), while a positive drift at larger temperatures. The typical voltage drift order of magnitude amounts to several ppm/°C.

### 3.3 Total drift

Although the thermal drift depends on different effects combined in a complex and non linear way, the intrinsic pulse energy stability is of the order of several parts per million per Celsius degree, as previously described. Nevertheless, most of the residual thermal drift can be compensated by injecting a correcting voltage level \( (V_{Tr}) \) into the positive output buffer (see figure 2 and equation (2.2)). This voltage can be adjusted with a resolution of \( \sim \mu \text{V} \) by the on-board 8-bit AD5263 digital potentiometer from Analog Devices. Given the complex dependence on temperature of the pulse energy, the drifts must be characterized on each board to be compensated. Before undergoing thermal calibration, each board is kept powered for two days at controlled temperature to mitigate the long-term drift contribution. During this period, the digital potentiometer is calibrated and its average step is recorded in the on-board EEPROM. Moreover the pulser baseline is measured and the potentiometer is initially set to compensate the output offset. Baseline offsets lower than 1 \( \mu \text{V} \) are achieved. After that, the clock thermal drift is measured for each board in the temperature range from 20°C to 60°C. The pulse width drift is assumed to be linear and the slope coefficient is measured and stored in the pulser EEPROM memory (see figure 3b). Such value is used to properly
under-compensate the pulse amplitude in order to correct for the clock thermal drift. Finally, the voltage thermal drift is measured as explained in section 3.2 in the temperature range from 20°C to 60°C, for output levels ranging from 1 V to 10 V, 1 V step. For each amplitude level, the output voltage drift is measured every 5°C. Within these intervals the drift is assumed to be linear so that the compensating factor can be extrapolated as a function of the temperature and the desired pulse amplitude. The boards are also equipped with two diodes which make them able to measure the actual operating temperature from the direct voltage drop of a PN-junction (which typically decreases linearly by $\sim -2 \text{mV}/^\circ \text{C}$). Besides the output drift, also the diodes are calibrated so that the operating temperature can be estimated with a precision of $\sim 1^\circ \text{C}$ by reading the forward voltage drop by means of the on-board ADC.

After the calibration, the pulser board measures the actual temperature before the pulse generation, and sets a proper correcting voltage $V_{Tr}$ chosen so that its added contribution to the voltage drift makes the voltage term in equation (3.1) exactly cancel the pulse width term (while the term in $\epsilon$ is negligible). Figure 4 shows superimposed the intrinsic and compensated voltage thermal drift obtained for both low (figure 4a) or high (figure 4b) output levels. Note that the voltage drift is deliberately undercompensated, so that the effect of the positive linear pulse width thermal drift is also compensated. As expected, the thermal compensation is effective in the temperature range from 20°C to 60°C. The vertical separation between the two curves is adjusted to compensate any initial offset so to keep the zero-amplitude level as close as possible to the ground reference.

The calibration procedure allows to reduce the thermal drift of the pulse energy by an order of magnitude, i.e. at the level of $\sim 0.1 \text{ppm}/^\circ \text{C}$. Figure 5 shows the residual thermal drifts for a batch of 46 devices. Since the contribution of the voltage reference changes its polarity around 35-40°C, the intrinsic thermal drift coefficient distribution is shown considering separately the results obtained at lower or higher temperature range. As can be observed, the intrinsic thermal drift coefficient is $\sim \pm 5 - 6 \text{ppm}/^\circ \text{C}$. The residual thermal drift coefficient is $\sim \pm 0.1 \text{ppm}/^\circ \text{C}$, almost two orders of magnitude lower.
4 Pulse accuracy

Besides the calibrating pulse stability, the pulser must maximize the reproducibility of the calibrating pulses. Indeed, considering a sequence of identical pulses, any amplitude or width fluctuation with respect to their nominal value would result in a random variation of the energy delivered to the bolometers and, consequently, in the deterioration of the energy resolution of the calibrating peak in the acquired energy spectrum. If the fluctuation of the energy supplied by identical calibrating pulses is much lower than the intrinsic bolometer resolution (a few keV), then the pulser board contributes negligibly to the energy resolution of the peak. Concerning the contribution of the pulser board, the fluctuation of the delivered energy is due to the quadratic sum of the contributions from the independent stochastic variations of the pulse amplitude or width. The contribution of these two sources of uncertainty will be studied separately in the next sections. As will be described, the contribution of the electrical noise gives the dominant contribution to energy resolution, while the fluctuation of the pulse width is negligible. In particular, it will be shown that \( \sigma_E/E \sim 10^{-2}/\sqrt{E[\text{eV}]} \), whatever combination of T and \( V_0 \) is used.

4.1 Electric noise effects

Figure 6 shows the most important sources of voltage noise that have to be taken into account. The first contribution is due to the 5 V reference regulator (\( e_{\text{REG}} \)) and the low noise, high precision, OPA140 operational amplifier (\( U_1 \)) buffering this reference voltage (\( e_{\text{OA}} \)). The voltage noise of the OPA140 is modeled as a single generator in series with the noninverting input. Since it is a JFET input opamp, the current noise of \( U_1, U_2 \) and \( U_3 \) is negligible. As mentioned, two LTC6655 linear regulator are used in parallel to reduce their noise contribution, so that \( e_{\text{REG}} \sim 60 \text{nV/}\sqrt{\text{Hz}} \). The reference voltage is filtered by a RC low-pass filter (\( R = 50 \Omega, C = 10 \mu\text{F}, \text{cut-off frequency } f \sim 300 \text{ Hz} \)) which makes the noise of the regulator negligible above a few hundred Hz. Above the
Figure 7. On the left, noise spectral density at different amplitude settings, measured between the $V_+$ and $V_-$ terminals. On the right, the measured white noise as a function of signal amplitude.

cutoff frequency, the noise figure is dominated by $U_1$ ($e_{oa} = 5 \text{nV}/\sqrt{\text{Hz}}$). At the negative output, the noise of the reference block ($e_{\text{REF}}$) depends on the $R_{\text{DAC}}$ adjustable resistor (from 10 kΩ up to an open circuit) or, equivalently, to the output voltage level $V_-$, as expressed by:

$$
\left. e_{\text{REF}} \right|_{V_-} = \begin{cases} 
\frac{|V_-|}{V_{\text{REG}}} \sqrt{e_{oa}^2 + e_{\text{REG}}^2} = 0 - 60 \text{nV}/\sqrt{\text{Hz}} & \text{if } f \ll 300 \text{ Hz} \\
\frac{|V_-|}{V_{\text{REG}}} e_{oa} = 0 - 5 \text{nV}/\sqrt{\text{Hz}} & \text{if } f \gg 300 \text{ Hz}
\end{cases}
$$

(4.1)

The second noise contribution is ascribed to the negative output buffer stage, due to the Johnson noise of the $R_{\text{DAC}}$ and $R_D = 10$ kΩ resistors and the input series noise of the OPA140 operational amplifier $U_2$. At $V_-$, the negative output buffer noise ($e_{B_-}$) at room temperature, dependent on the output voltage, is given by:

$$
e_{B_-}|_{V_-} = \sqrt{\left(\frac{|V_-|}{V_{\text{REG}}}ight)^2 e_{\text{DAC}}^2 + e_{R_1}^2 + \left(\frac{|V_-|}{V_{\text{REG}}} + 1\right)^2 e_{oa}^2} = 14 - 21 \text{nV}/\sqrt{\text{Hz}}
$$

(4.2)

Since the noise contributions of the voltage reference and the negative buffer blocks are uncorrelated, the total expected noise at the output is $e_{V_-} = \sqrt{e_{\text{REF}}^2 + e_{B_-}^2}$, given by equations (4.2) and (4.1). The noise at the negative output is injected at the input of the inverting positive output buffer stage. In addition, the positive output buffer stage contributes to the total noise with the Johnson noise of the $R_{D2} = R_{D3} = 20$ kΩ resistors and the input series noise of the OPA140 operational amplifier $U_3$. The noise of the correcting voltage $V_{Tr}$ injected at the noninverting node of $U_3$ to improve stability (see figure 2) is negligible, because after it is generated by the AD5263 digital potentiometer it is attenuated by a factor 200 by a resistive divider. Omitting the amplitude-dependent contribution coming from the negative output, the positive output buffer noise ($e_{B_+}$) at room temperature referred to the positive output is given by:

$$
e_{B_+}|_{V_+} = \sqrt{e_{R_2}^2 + e_{R_3}^2 + 4e_{oa}^2} = 27 \text{nV}/\sqrt{\text{Hz}}
$$

(4.3)
Let us calculate the differential noise expected across the outputs. Since the negative output voltage is driven at the input of the inverting positive buffer stage and affects both output nodes, its weight is doubled. On the other hand, \( e_{B_+} \) is an independent source of noise, and has to be quadratically summed to the noise at the negative node. The differential white noise across the heating resistor is described by:

\[
e_{W} = \sqrt{e^2_{B_+} + 4\left(e^2_{\text{REF}} + e^2_{B_+}\right)} = \begin{cases} 
40 - 130 \text{ nV/}\sqrt{\text{Hz}} & \text{if } f \ll 300 \text{ Hz} \\
40 - 51 \text{ nV/}\sqrt{\text{Hz}} & \text{if } f \gg 300 \text{ Hz}
\end{cases}
\]  

(4.4)

The differential noise \( e_{W} \) was measured by amplifying it with a low noise OP27 operational amplifier (close-loop gain of 20 V/V) and acquiring it with an Agilent 4395A spectrum analyser in the frequency range 10 Hz to 5 MHz. Figure 7a shows the noise power spectra distribution measured at various output static values. Figure 7b shows the measured white noise above 300 Hz as a function of signal amplitude. The measured values are in good agreement with the expected ones.

Let us consider how the voltage noise contributes to the thermal power induced towards the bolometers. The detailed calculations are carried out in appendix A. The average injected power is given by

\[
\frac{E[eV]}{E} = \frac{\eta}{eRe^2} \left[ TV_0^2 + TN_{\text{RMS}}^2(V_0) + (\tau - T) N_{\text{RMS}}^2(0) \right]
\]

(4.5)

where \( T \) is the duration of the square voltage pulse of amplitude \( V_0 \), and \( \tau > T \) is the duration of the entire window, before and after the pulse, where the relays are closed. Typically \( \tau \approx 10 \text{ ms} \) and \( T \approx 100 \mu\text{s} - 1 \text{ ms} \). The first term corresponds to the energy injected by an ideal noiseless pulse, as expressed by equation (2.1). The quantities \( \eta, e, R, \epsilon \) were defined there. The second and third terms give a small offset related with RMS noise. There are two RMS noise terms because the output noise depends on the output voltage setting, as was described. In a practical situation, \( V_0 \approx 1 \text{ V} \) and \( N_{\text{RMS}}(V_0) \approx N_{\text{RMS}}(0) \approx 100 \mu\text{V} \), therefore \( N_{\text{RMS}}^2/V_0^2 \sim 10^{-8} \). The noise terms can then be neglected at the level of \( 10^{-2} \text{ ppm} \).

The fluctuation in injected energy is expressed by (again, calculations in appendix A):

\[
\sigma_E^2[eV^2] \approx \frac{4}{\pi} \frac{\eta}{eRe^2} e_{W}^2(V_0) E[eV]
\]

(4.6)

where \( e_{W} \) is the voltage noise spectral density, assumed white. Equation (4.6) states that \( (\sigma_E/E)^2 \propto E^{-1} \), thus the relative resolution is inversely proportional to the square root of the pulse energy and the signal to noise ratio increases at higher energies. Moreover, in this approximation, the pulse resolution does not depend on the pulse amplitude or width, whatever combination of \( V_0 \) and \( T \) has been chosen. By replacing the typical values (\( \eta \sim 0.5, R \sim 10 \text{ k}\Omega, \epsilon \sim 200, e = 1.6 \cdot 10^{-19} \text{ C} \) and \( e_{W} \sim 50 \text{ nV/}\sqrt{\text{Hz}} \)) in equation (4.6), one obtains:

\[
\frac{\sigma_E}{E} \sim 10^{-2}eV \frac{1}{\sqrt{E}}
\]

(4.7)

Equation (4.7) implies that the intrinsic resolution of a typical 1 MeV calibrating pulse amounts to about 20 eV FWHM. This value must be compared to the energy resolution achieved by the detectors. Typically, in experiments using macro-bolometers such as CUORE or CUPID-0, the target energy resolution is of the order of few keV FWHM, so that the contribution of the pulser
board is totally negligible. The low noise level allows to use the board also for low energy calibration of higher resolution detectors. The resolution at 10 keV, for instance, is 2 eV FWHM, still lower than the typical resolution of microbolometers for X-ray spectroscopy.

4.2 Time fluctuation effects

The time fluctuation $\sigma_T$ of the pulse width also contributes in deteriorating the resolution of the generated pulses. As mentioned in section 2, this signal is provided by the precise 1 MHz oscillator (FXO-HC536R-1 from FOX Electronics) which feeds a fast NC7SV74K8X flip-flop from Fairchild Semiconductor. This architecture ensures both a very precise phase stability, only dependent on the oscillator performance, and fast rise and fall time transitions, limited by the output buffer stage bandwidth, which was set to $\sim 1.3$ MHz to ensure high phase margin and low ringing during the pulse transitions.

The time fluctuation has been estimated by acquiring a sequence of 500 identical pulses with the Rohde\&Schwarz RTO1044 oscilloscope (4 GHz bandwidth, 10 GHz/Ch sample frequency, $10^7$ samples per trigger, High Resolution mode with 14 equivalent bits of vertical resolution and bandwidth of 100 MHz). The acquisition window exceeded the pulse width and amplitude by 10%, in order to minimize the uncertainties related to the discrete sampling and the limited vertical resolution. The pulses can be triggered when crossing a settable threshold ($V_\alpha$), equal to a desired fraction ($\alpha$) of the pulse amplitude, so that $\alpha = V_\alpha/V_0$. The pulse width is measured as the time difference between when the rising and falling transitions cross half amplitude ($\alpha = 0.5$). The observed time fluctuation $\sigma_{TO}$ is obtained as the standard deviation of the pulse width distribution. $\sigma_{TO}$ is due to two uncorrelated effects:

- $\sigma_{Tp}$ is directly referred to the uncertainties affecting the time dimension. The first contribution to be taken into account is the phase stability of the reference oscillator ($\sigma_{Tp}$). According to the datasheet provided by the manufacturer, the HC536R-1 ensures a phase stability of $\pm 25$ ppm with respect to the clock nominal frequency (1 MHz). The second contribution is the oscilloscope resolution on the horizontal axes (time scale). In particular, the finite record buffer length and the sample frequency limit the maximum sample frequency to the ratio between the acquiring window width and the memory buffer length. For instance, for pulse widths of $T = 500$ ms, the oscilloscope time resolution is $\sigma_{Tosc} = 55$ ps. Note that such uncertainties affect both transitions of the calibrating pulse, so that the total pulse width fluctuation is given by

$$\sigma_T = \sqrt{2(\sigma_{Tp}^2 + \sigma_{Tosc}^2)} \sim 85 \text{ ps.} \quad (4.8)$$

- $\sigma_{Tn}$ is related to the electric noise and the finite bandwidth of the output buffer stage. The pulse width is evaluated from the time where the pulse crosses a fixed voltage threshold $V_\alpha = V_0/2$. If the transitions were ideally vertical (infinite pulser bandwidth), then the voltage noise would not affect the measurements. On the contrary, given a finite bandwidth, the trigger time fluctuates as a consequence of the vertical position uncertainty of the trigger point due to the electric noise. This effect stochastically affects both rising ($\sigma_{Tr}$) and falling ($\sigma_{Tf}$) pulse edges, as expressed by

$$\sigma_{Tn}^2 = \sigma_{Tr}^2 \left| \frac{dV_R}{dt} \right| \sigma_v^2 + \left| \frac{dV_F}{dt} \right| \sigma_v^2 \quad (4.9)$$
where \( t_\alpha \) is the trigger time at the trigger threshold and \( \sigma_V \) is the RMS noise at the oscilloscope input. For a finite bandwidth \( BW = 1/(2\pi \tau) = 1.3 \) MHz, the rising and falling edges can be expressed as:

\[
\begin{align*}
V_R(t) &= V_0 (1 - e^{-t/\tau}) \\
V_F(t) &= V_0 e^{-t/\tau}
\end{align*}
\] (4.10)

with \( \tau \approx 250 \) ns. By using equation (4.10), one can solve equation (4.9) and obtain:

\[
\sigma^2_{TN}\big|_{\alpha} = \left[ \frac{(1 - \alpha)^2 + \alpha^2}{(1 - \alpha)^2 \alpha^2} \right] \frac{\tau^2}{V_0^2} \sigma^2_V \quad (4.11)
\]

\( \sigma^2_{TN}\big|_{\alpha} \) has a minimum for \( \alpha = 0.5 \). In this case, equation (4.11) becomes:

\[
\sigma^2_{TN}\big|_{\alpha=0.5} = 8 \frac{\tau^2}{V_0^2} \sigma^2_V \quad (4.12)
\]

As mentioned, \( \sigma^2_V \) is the RMS electrical noise read by the RTO1044 oscilloscope. Thus:

\[
\sigma^2_V = \sigma^2_{V_{\text{RMS}}} + \sigma^2_{V_{\text{pre}}} + \sigma^2_{V_{\text{dig}}} \quad (4.13)
\]

where \( \sigma^2_{V_{\text{RMS}}} \approx 100 \mu V \) is the pulser RMS noise calculated over the full-bandwidth of the output buffer, \( \sigma^2_{V_{\text{pre}}} \) is the RMS noise of the oscilloscope input amplifier and \( \sigma^2_{V_{\text{dig}}} \) is the RMS voltage resolution of the oscilloscope ADC. The two latter contributions are calculated over the full oscilloscope bandwidth (up to 100 MHz). Note that \( \sigma^2_{V_{\text{RMS}}} \) slightly increases with \( V_0 \) (as shown in the previous section), \( \sigma^2_{V_{\text{dig}}} = \gamma V_0 (\gamma \approx 400 \mu V/V, \text{ according to the manufacturer specs}) \) since the equivalent voltage step of the least significant bit is proportional to the vertical scale set up to the oscilloscope, while \( \sigma^2_{V_{\text{pre}}} \) is independent of \( V_0 \) so that its contribution becomes negligible with respect to \( \sigma^2_{V_{\text{dig}}} \) at large signal amplitudes.

\( \sigma_{TO} \) is given by the above contributions summed in quadrature. From equation (4.8), (4.12) and (4.13) one obtains:

\[
\sigma^2_{TO} = \sigma^2_{T_T} + \sigma^2_{T_{N\alpha}}\big|_{\alpha=0.5} = 2\sigma^2_{T_T} + 2\sigma^2_{T_{osc}} + \frac{8\tau^2}{V_0^2} \left( \sigma^2_{V_{\text{RMS}}} + \sigma^2_{V_{\text{pre}}} \right) + 8\tau^2 \gamma^2 \quad (4.14)
\]

Equation (4.14) describes the jitter measured at half of the pulse amplitude, univocally defined by \( \alpha = 0.5 \). The first and third terms are due to the pulser board, while the other factors represent the setup sensitivity. Note that, \( \sigma_{TO} \) decreases by increasing the signal amplitude and, neglecting all the contributions from the pulser board, has a minimum for \( \sigma^2_{TO} = \sigma^2_{T_T} + 8\tau^2 \gamma^2 \approx 280 \) ps, dominated by the voltage resolution of the RTO1044 oscilloscope. In such condition, \( \sigma_{TO} \) has to be considered as an upper limit of the intrinsic calibrating pulse fluctuation.

Figure 8 shows the typical pulse width distribution acquired with the RTO1044 oscilloscope generating a sequence of 500 pulses, 10 V high, 250 \( \mu \)s wide. The measurement was performed...
Figure 8. Pulse width distribution acquired recording 500 pulses, 10 V high, 250 µs wide. In red, the Gaussian function fitting the distribution. The measured average pulse width and its fluctuation are given from the center and standard deviation of the fitting curve.

Figure 9. Pulse width distribution (500 pulses, 10 V high) as a function of the pulse width shown in absolute (black curve and left vertical axis) and relative (orange curve and right vertical axis) scale. For signals wider than ~ 500 µs, the fluctuations are below 0.5 ppm.

Figure 10. Pulse width distribution (500 pulses, 250 µs wide) as a function of the pulse amplitude. At larger amplitudes, the relative magnitude of the oscilloscope noise decreases allowing to reach better sensitivities.
keeping the pulser board in a Vötsch VT-7004 environmental chamber, at a stable temperature of 20°C. The distribution is well described by a Gaussian function centered at the average measured pulse width, whose standard deviation $\sigma_{T_o} \sim 270$ ps describes the observed width fluctuation. Since the normal distribution fits the data, then the pulse width fluctuation is only due to random effects. In particular, neither clock transition miscounting nor missed triggers was observed. This proves the quality of the design hardware choice and the satisfactory operation of the firmware. This procedure has been repeated at various pulse widths and amplitudes. The pulse width fluctuation as a function of $T$ and $V_0$ is shown in figure 9 and figure 10. $\sigma_{T_o}$ remains constant with respect to the pulse width and is close to the setup sensitivity, limited to $\sim 280$ ps by the resolution of the digital conversion. This proves that the pulser contribution is much lower than the measurement sensitivity. The observed pulse width fluctuation as a function of signal amplitude, shown in figure 10, decreases inversely proportional to the pulse amplitude until it reaches the best available sensitivity. The larger time fluctuation at lower amplitudes is due to noise effects that are independent of the signal amplitude, such as the electric noise of the oscilloscope front-end or that of the pulser output buffer stage. Nevertheless, the contribution of the oscilloscope at low amplitudes is estimated to be several times larger than that of the pulser board. Considering a typical calibrating pulse of $T = 500\,\mu$s, the expected contribution to the intrinsic calibrating energy resolution is:

$$\left(\frac{dE}{E}\right)_T \leq \frac{\sigma_{T_o}}{T} \sim 1 \text{ ppm}$$

which is an order of magnitude below the fluctuation due to voltage noise, and several orders of magnitude below the typical resolution of bolometric detectors.

5 Baseline stabilization

The design of the pulse generation board makes the device able to deliver at its outputs not only a calibrating pulse but also a constant voltage level and, if necessary, to superimpose pulses over it. The capability of providing an adjustable and precise static level can be used to stabilize the temperature of the detectors with respect to low frequency drifts due to the cryogenic setup. In particular, a settable power can be injected by means of heaters located on the mixing chamber of the cryostat. The consequent temperature increase can be measured by cryogenic thermometers read out by the on-board 24-bit, dual differential channel, AD7732 Analog-to-Digital converter from Analog Devices. This signal is compared to the target temperature and the power is adjusted to minimize the mismatch. Such closed-loop architecture must be customized to take into account the open-loop response of the cryostat. In particular, a proportional-integral-derivative (PID) controller can be implemented in software to manage the feedback mechanism. The pulse generation board, being able to provide power and read out the temperature, represents the core of the PID system. The PID calculations can be implemented directly in the device firmware, or can be performed by a remote master.

This baseline stabilization technique is currently used in the CUORE and LUCIFER/CUPID-0 experiments. Figure 11 shows the effectiveness of this approach to compensate the low frequency baseline drift in a CUORE crystal. The orange curve shows the unavoidable instability which usually occurs in the detector baseline in a 9 hour run. Since the baseline drifts are proportional to
the crystal temperature variation, they must be continuously monitored and correlated to the detector response to ensure stability and reproducibility over the experiment live time. Superimposed to the orange curve, the blue line represents the baseline of the same detector in a 9 hour run in which the PID controller based on the pulse generation board is used. As can be easily seen, the detector baseline stability is greatly improved and the intrinsic instabilities of the cryogenic system are completely compensated. Besides baseline stability, the PID controller can be also used to tune the operating temperature of the crystals, if a slightly higher temperature than that offered by the cryostat is required.

6 Conclusions

In this paper, a circuit able to provide ultra-stable and ultra-precise pulses has been presented. The device has been specifically designed to provide reference thermal signals via Joule effect, to calibrate bolometric detectors. The pulse generation board is currently used in several experiments (CUORE, LUCIFER/CUPID-0, COSINUS, all at LNGS) where it proved to be capable to stabilize the detector response against the instabilities usually affecting such cryogenic measurements. The pulse delivery and all the other features can be fully controlled and monitored remotely through a optically decoupled CAN bus. An additional daisy-chained optical trigger is also available. The design choices have been presented in detail. After undergoing a calibrating procedures, a pulse energy stability of the order of 0.1 ppm/°C has been achieved in the temperature range of interest (20°C – 60°C). Moreover, an energy resolution of ~ 20 eV FWHM has been accomplished for typical 1 MeV pulses, and ~ 2 eV FWHM for 10 keV pulses, thanks to the low electrical noise and the high timing precision. The pulser board can also be used in a close-loop architecture (such as
PID controllers) to compensate for the slow instabilities of the detector baseline and to optimize the operating temperature to achieve the best signal-to-noise ratio.
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A Detailed calculations of injected energy and its fluctuation

In this appendix we will calculate the expressions for injected energy and its fluctuation due to electronic noise of the pulser output voltage. If we generate $K$ identical pulses $V(t)$ with different noise $N_k(V, t)$, the average injected energy is expressed by

$$
\bar{E} = \langle E_k \rangle = \frac{\eta \epsilon e R}{e R^2} \left( \int_{-\tau/2}^{\tau/2} [V(t) + N_k(V(t), t)]^2 dt \right) \tag{A.1}
$$

where the integration extends over the entire period $\tau$ when the relays are closed, and the quantities $\eta, e, R, \epsilon$ were defined in the paper for equation (2.1). The angle brackets indicate averaging over $k$:

$$
\langle E_k \rangle = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} E_k \tag{A.2}
$$

By using the fact that $V(t)$ is a square pulse with amplitude $V_0$ and duration $T < \tau$, we obtain

$$
\bar{E} = \frac{\eta \epsilon e R^2}{e R^2} \left( \int_{-T/2}^{T/2} V_0^2 dt + \int_{-T/2}^{T/2} N_k^2(V_0, t) dt + 2 \int_{-T/2}^{T/2} N_k^2(0, t) dt + 2 \int_{-T/2}^{T/2} 0 N_k(V_0, t) dt \right) \tag{A.3}
$$

By averaging over $k$ the fourth term is cancelled, and we obtain:

$$
\bar{E} = \frac{\eta \epsilon e R^2}{e R^2} [TV_0^2 + TN_{\text{RMS}}^2(V_0) + (\tau - T) N_{\text{RMS}}^2(0)] \tag{A.4}
$$

That is the expression for average injected energy used in the paper, equation (4.5).

Let us now consider the fluctuation of the injected energy, expressed by

$$
\sigma_E^2 = \langle \sigma_k^2 \rangle = \left( \langle E_k - \bar{E} \rangle \right)^2 \approx 4V_0^2 \left( \frac{\eta \epsilon e R^2}{e R^2} \right)^2 \left( \int_{-T/2}^{T/2} N_k(V_0, t) dt \right)^2 \tag{A.5}
$$
where all the terms with higher powers in $N_k$ were dropped. This expression can be managed as follows:

\[
\sigma_E^2 = 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \int_{-T/2}^{T/2} N_k(V_0, \omega) e^{i\omega t} dt \right)^2 \tag{A.6}
\]

\[
\approx 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \int_{-\infty}^{\infty} N_k(V_0, \omega) e^{i\omega t} dt \right)^2 \tag{A.7}
\]

\[
\approx 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \int_{-\infty}^{\infty} N_k(V_0, \omega) \left[ \frac{2}{\omega} \sin \left( \frac{\omega}{2} \right) \right] d\omega \right)^2 \tag{A.8}
\]

We can now consider the following approximation:

\[
\sin \frac{x}{x} \approx \theta \left( \frac{2x}{\pi} + 1 \right) - \theta \left( \frac{2x}{\pi} - 1 \right) \tag{A.9}
\]

where $\theta$ is the Heaviside step function, and the parameters were chosen to have the same value in $x = 0$ and the same normalization by integrating over $x$. By using the approximation, equation (A.8) becomes

\[
\sigma_E^2 \approx 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \int_{-\infty}^{\infty} N_k(V_0, \omega) \left[ \theta \left( \omega + \frac{\pi}{T} \right) - \theta \left( \omega - \frac{\pi}{T} \right) \right] d\omega \right)^2 \tag{A.10}
\]

\[
= 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \int_{-\infty}^{\infty} N_k(V_0, \omega) d\omega \right)^2 \tag{A.11}
\]

\[
= 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \frac{T^2}{4\pi^2} \int_{-\pi/T}^{\pi/T} \int_{-\pi/T}^{\pi/T} N_k(V_0, \omega) N_k^*(V_0, \omega') d\omega d\omega' \right) \tag{A.12}
\]

Integration in $\omega$ is limited below $\pi/T$. We can split the case $\omega = \omega'$ from $\omega \neq \omega'$ to obtain

\[
\sigma_E^2 = 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left[ \left( \frac{T}{2\pi} \int_{-\pi/T}^{\pi/T} |N_k(V_0, \omega)|^2 d\omega \right) + \left( \frac{T}{2\pi} \int_{-\pi/T}^{\pi/T} \int_{\omega' \neq \omega} N_k(V_0, \omega) N_k^*(V_0, \omega') d\omega d\omega' \right) \right] \tag{A.13}
\]

Noise in uncorrelated, therefore the complex phase of $N_k(V_0, \omega) N_k^*(V_0, \omega')$ is random for $\omega' \neq \omega$, and the second term averages to zero, and we are left with

\[
\sigma_E^2 = 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \left( \frac{T}{\pi} \int_{0}^{\pi/T} |N_k(V_0, \omega)|^2 d\omega \right) \tag{A.14}
\]

\[
= 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \frac{T}{\pi} \int_{0}^{\pi/T} |N(V_0, \omega)|^2 d\omega \tag{A.15}
\]

This is the noise spectrum integrated up to a frequency $\omega = \pi/T$, or $f = 1/(2T)$. It can be expressed in terms of noise RMS limited to a bandwidth $BW = 1/(2T)$

\[
\sigma_E^2 = 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \frac{2T^2}{\pi} N_{RMS}^2(V_0) |BW = 1/(2T)| \tag{A.16}
\]

Alternatively, assuming a white noise spectral density $\epsilon_W$, it can be expressed as

\[
\sigma_E^2 = 4V_0^2 \left( \frac{\eta}{eR^2} \right)^2 \frac{T}{\pi} \epsilon_W^2(V_0) \tag{A.17}
\]
which, by using equation (A.4), can be rewritten as

\[ \sigma_E^2 \simeq \frac{4}{\pi \varepsilon R \epsilon} \varepsilon_W^2 \langle V_0 \rangle E \]  

That is the expression for the fluctuation of the injected energy used in the paper, equation (4.6).
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